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Abstract. Currently, multimodal transport is one of the priorities of 
the Ukrainian and European transport policies. The multimodal logistics 
is based on the effective management of technologically interconnected 
transportation of goods using more than two modes of transport under a 
single transportation contract. World practice of using multimodal logistics 
systems shows that today multimodal transportation is the most popular 
way to transport goods over medium and long distances. Based on effec-
tive combination of modes of cargo transportation, this approach can sig-
nificantly reduce the cost of transportation, reduce the transportation time 
and organize the transportation of goods to anywhere in the world. How-
ever, using such kind of transportation is associated with various kinds of 
uncertainty and risks, caused by unevenness of material and traffic flows, 
using of various modes of vehicles, deterioration, obsolescence of trans-
port infrastructure, etc. This gives rise to a wide range of tasks, solution of 
which is lain in the application of methods of decision support, forecasting, 
optimization of logistics systems and the construction of applied informa-
tion technologies on this basis. At the same time, it is necessary to point 
out that one of the main problems of choice in logistics is vehicle selection 
problem for multimodal transportation, which should rely on their com-
pliance with certain criteria, and take into account not only possible risks 
and advantages (gains), but also more a wide range of indicators. In this 
regard, for an effec-tive problem-solving, a method for vehicle selection 
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problem-solving for multi-modal transportation of goods under multicrite-
ria based on the BOCR model has been proposed. This approach allows to 
take into account a number of qualitative indicators of transportation that 
determine its optimality and efficiency. Improving the quality and reliabil-
ity of the results of examinations can be achieved through the organization 
of the expert group work. Thus, the problem of synthesis of group decisions 
arises. The methodology for aggregating individual expert assessments, 
which allows to synthesize group decisions in the context of various forms 
of ignorance, under the influence of which expert assessments are formed 
has been proposed. The proposed technique allows to take into account the 
form of experts’ judgments presentation (crisp, fuzzy, interval judgments) 
in group decision-making process. In this case, the expert independently 
chooses the form for presenting his judgments when constructing pairwise 
comparisons matrices. At the same time, the expert may refuse to evaluate 
any objects, or select preferred groups of objects (construct the so-called 
truncated matrices of pairwise comparisons). To aggregate expert assess-
ments, it is proposed to use a mechanism for expert evidence in the frame-
work of notation of evidence theory or the theory of plausible and paradox-
ical reasoning (with a significant level of conflict). This allows to increase 
the reliability and quality of the obtained expert evidence. Examples of 
practical implementation of the proposed technology are given by solving 
the problem of multi-criteria se-lection of vehicles for multimodal transpor-
tation of grain cargoes using the BOCR model. The obtained results allow 
to conduct a deeper analysis of factors affecting the organization of the mul-
timodal transportation process, and are designed to help improve the quality 
and efficiency of the decision-making processes in logistics systems.

1. introduction
Multimodal (combined) transport used different modes of transport for 

goods transportation in space and time, and occupy an important place in 
transport logistics. It should be noted that the results of such transportation 
largely depend on various types of uncertainty and risks. The main causes 
of which are the unevenness of material and traffic flows, using various 
types of vehicles, the conditions of transport corridors and nodes, features 
of transportation technologies, etc. This gives rise to a wide variety of tasks 
that could be solved by using decision support, forecasting, optimization 
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methods in logistics systems and the construction on this basis the applied 
information technologies. The analysis of existing models and methods of 
decision making and optimization of logistics systems showed that they are 
directed either towards the choice of decisions regarding risks, or towards 
the solution of a problem regarding gains [2, p. 34–50]. The discussion of the 
issue of approaches to complex accounting of both gains and risks is insuf-
ficiently reflected in modern literature. During recent years, many works of 
both domestic and foreign researchers have been devoted to different prob-
lems of logistics industry, in particular, mathematical models and methods 
for solving various optimization and decision-making problems. So, the 
problem of logistics system optimization in business based on game theory 
models has been considered in [2, p. 91–103; 3; 9, p. 150–159] are devoted 
to the analysis of the criteria for various vehicles selection in multimodal 
transportation [11, p. 238–250] is considered a probabilistic approach for 
managing uncertainty in logistics operations. A fairly extensive classifier of 
mathematical methods and models in logistics is presented in [12, p. 9].

At the same time, it is necessary to point out the insufficiency of solution 
of choice problem under multicriteria environment, that taking into account 
not only the simultaneous consideration of risks and gains, but also a wider 
range of indicators. In this regard, to solve this problem, it seems more 
promising to use the BOCR model: B are Benefits, O are Opportunities,  
C are Costs, R are Risks, based on the analytic hierarchy process by T. Saaty 
(further – AHP) [13, p. 182].

The purpose of the work is to develop and define the basics of the tech-
nology for the synthesis of group decisions in vehicle selection problem for 
multimodal cargo transportation under multicriteriality and various types of 
ignorance, under the influence of which the expert data is formed.

2. Using the BOCr model for multi-criteria decision-making
Any solution has advantages and disadvantages that must be care-

fully analyzed when making a choice. Some of them reflect well-defined 
aspects of the problem, others are less clear and may occur with some 
probability. Favorable aspects of the decision, which are expected with a 
high probability, are called benefits, while unfavorable aspects are called 
costs. Doubtful aspects of a decision can also be positive and negative. 
The positive aspects are the opportunities that can be obtained, and the 
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negative aspects are called the risks that may arise as a result of decisions 
made. Each of the four listed aspects of the BOCR model can be repre-
sented by a separate hierarchical structure and analyzed using the AHP 
technique (Figure 1).

 

Figure 1. Structural representation of the BOCr model

The basics of AHP methodology are associated with the following pro-
cedures: for each aspect, the pairwise comparisons matrices [B] are gen-
erated between for the criteria [K] and for all alternatives [A] according 
to each criterion using the appropriate scale of experts’ measurement; the 
values of the eigenvector (C) of this matrix are determined with their subse-
quent normalization and the final calculation of the weights of the priority 
vector is made. Next, the consistency check of the elements of matrix [B] is 
performed based on counting the Consistency Ratio (CR). The CR should 
not exceed 10%.

Ultimately, for each of the considered alternatives, the BOCR coeffi-
cient is calculated as follows:

BOCR
Benefits Opportunities

ts Risks
=

×
×Cos

.                            (1)

By the magnitude of the BOCR coefficient, the final choice of the alter-
native is made or ranking of alternatives can be obtained.
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3. Technology for synthesis of group decisions under imprecision
Let a group of experts Ε = ={ | , }E j tj 1 , evaluating a set of alternatives 

Α = ={ | , }A i mi 1  by the pairwise comparison method, form a set of expert 
preferences profiles Ρ = ={ | , }B j tj 1 . The profile formed by the expert Ej 
reflects his preferences and presents his assessments in the form of a pair-
wise comparison matrix (PCM):
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where b bij ji= 1 / ,∀ =i j m, ,1 ; bij are expert estimates of objects (alterna-
tives, criteria) formed using the appropriate scale of experts’ measurement.

Let us consider a situation when an expert group is divided into sub-
groups E ⊆ {Gr1}, {Gr2},…,{Grp}, (Grp ⊆ E, {Grp}={E1,…,Er}, t ≥ r ≥ 1) 
inside whose experts’ assessments are presented in the framework of differ-
ent scales of experts’ measurements.

This approach allows to simulate the uncertainty associated with the 
process of obtaining expert information (expert assessments), by presenting 
imprecision associated with the form of presentation of expert assessments.

For example, there is a group of experts who prefer to express their 
judgments in fuzzy form; another group of experts prefers to express their 
judgments in crisp form; some experts decided not to evaluate all the alter-
natives given. The task is to synthesize a group solution allowing to take 
into account various forms of representing of experts’ preferences.

In case when bij is expressed by crisp experts’ estimates the procedure 
for finding eigenvectors of matrix in form as shown in Eq. 2 can be imple-
mented by geometric mean method [14, p. 18-19]. Checking the consis-
tency of the elements of the matrix (2) is carried out by counting the Con-
sistency Ratio (CR) [14, p. 20]:

CR=CI / RI,                                           (3)
where m is a number of compared objects (order of matrix); CI is a con-

sistency index, CI = (λmax–m)/(m–1); λmax is a largest eigenvector of a matrix 
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index for a matrix of order m.
The calculated eigenvector of pairwise comparison matrix is acceptable 

if CR ≤ 0.10.
In case when bij is expressed by triangular fuzzy number (TFN) 
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pairwise comparison matrix in form as shown in Eq. 2 has been formed. 
[6, p. 56–81] proposes a wide range of approached for finding eigenvectors of 
matrix (2), which allow processing fuzzy pairwise comparison matrices with 
the elements are repre-sented by trapezoidal and triangular fuzzy numbers.

[4, p. 1916; 8] propose the method for checking the consistency of the 
pairwise comparison matrix with triangular fuzzy elements:
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where b b b bij ij ij ij= ( , , )1 2 3 ; w w w wj j j j= ( , , )1 2 3  is a local priority vector; m is an 
order of matrix.

If CCI = 0, the matrix is considered absolutely consistent. [1; 4, p. 1916] 
suggests threshold values for matrices of order m = 3 CCI = 0.3147, of order 
m = 4 CCI = 0.3526, of order m > 4 CCI = 0.370.

In case when bij is represented by an interval number, then as a result 
of the pairwise comparisons procedure, an interval pairwise comparison 
matrix in form as shown in Eq. 2. will be obtained, where b b bij ij ij= [ , ]1 2 ,  

( b b bij ij ij
1 2 0< < < ), b

b bji
ij ij

=












1 1
2 1
, , b b bii ii ii= = =1 2 1 .

Interval PCM is consistent if the next valid area is nonempty [20, p. 480]:

S w w w w b w w b w wm ij i j ij i ii

m
= = ≤ ≤ = >{ }=∑( , , , ) | / , ,1 2

1 2

1
1 0 .    (5)

Interval PCM is consistent if its elements satisfy the inequality 
[21, p. 256]:

max( , ) min( , )
k ik kj k ik kjb b b b1 1 2 2″  for ∀ =( , , ) ,i j k m1 .                 (6)
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To obtain the values of the local priority vector from an interval PCM, 
currently widely used are: goal programming method (LGPPM) [22; p. 460], 
the lower and upper approximation method (LUAM) [19, p. 746], the two-
stage logarithmic goal programming method TSLGP [20, p. 477–481], etc.

The main disadvantage of the considered methods based on pairwise 
comparison technique is that they can be used for a small number of com-
pared objects (elements). Analyzing perhaps the most well-known method 
for solving multicriteria decision-making problem – the analytic hierarchy 
process method, it can be pointed out the following disadvantages:

– it is quite difficult to achieve a high level of consistency with an 
increase in the number of compared elements (n ≥ 6);

– for large n, it is necessary to construct a large number of PCMs;
– the classical AHP does not operate with uncertain experts’ judgements 

(an expert is not allowed to answer “I don’t know” or “I’m not sure” during 
the PCMs construction).

To overcome these limitations, it can be used the modern methods for manag-
ing uncertainty that have appeared recently. Such approaches include the methods 
of the Dempster-Shafer Theory (DST, evidence theory) and the Dezert-Smaran-
dache Theory (DSmT, theory of plausible and paradoxical reasoning) [7, р. 15–18].

For example, the DST/AHP method is a modification of the analytic hierarchy 
process method proposed by T. Saaty, which is based on elements of evidence 
theory. The main difference between the DST/AHP method and the AHP method 
is that the expert, according to each of the criteria, selects subgroups from the set 
of alternatives, and for each subgroup, in a given relation scale, assigns degrees of 
its superiority to other alternatives. Moreover, the expert himself determines for 
which alternatives or groups of alternatives he can express his preferences.

Formally, the procedure for finding the group decision under different 
forms of uncertainty based on pairwise comparison method can be repre-
sented in the form of the following successive stages: 

1. Construction of a hierarchical structure of analyzed problem with sev-
eral levels: goals – criteria – alternatives. In the framework of this stage, 
the set of analyzed objects (alternatives) Α = ={ | , }A i mi 1  and set of criteria 
Κ = ={ | , }K l nl 1  (for multicriteria task) are formed.

2. Objects evaluation, construction of pairwise comparison matrices.  
As a result, pairwise comparisons matrices for the criteria and for the alter-
natives with respect to all given criteria are formed.
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3. Calculation of priorities from pairwise comparison matrices, taking 
into ac-count the form of experts' judgments. As a result of this procedure 
the local priority vectors of all given alternatives for all criteria and the local 
priority vector of all criteria will be formed. The choice of method depends 
on the form of presentation of expert assessments: crisp, fuzzy, interval 
experts’ judgments.

4. Checking the consistency of experts’ judgments.
5. Calculation of quantitative indicator of the quality of each alternative 

using expression:
U w ri j ij

j

n

=
=
∑

1

,                                           (7)

where Ui is quantitative indicator of the quality of i-th alternative; wj is a 
weight of j-th criterion; rij is a weight of i-th alternative for the j-th criterion.

As a result of this procedure, the vector W W j tj= ={ | , }1  will be 
formed, whose elements are the vectors of quantitative indicators of the 
quality of each alternative W U i mj i

j= ={ | , }1  obtained on the basis of 
expert Ej, ( , )j t= 1 , judgments.

6. Aggregation of expert assessments in order to construction the collec-
tive decision (collective ranking) is carried out on the basis of the mechanism 
of their combination [17, p. 6–9; 18, p. 3–68; 15, p. 31–45]. To aggregate 
crisp expert assessments, it is recommended to use one of the proportional 
conflict redistribution rules [18, p. 3-68]; to aggregate interval expert assess-
ments, it is recommended to use one of the evidence theory combination rules 
[15, p. 31–45]. The aggregation procedure is carried out by combining the 
obtained values Wj for all experts Ε = ={ | , }E j tj 1 . The result of this pro-
cedure is a vector of quantitative indicators of the quality of each alternative 
W U i mrez

i
rez= ={ | , }1 , reflecting the opinion of expert group.

4. Modeling by proposed technology for synthesis of group decisions
Let us consider an example of solving the vehicles selection problem 

in multi-modal transportation of bulk cargo (e.g. grain) using the BOCR 
model under multicriteriality, and uncertainty connected with form of 
expert preferences presentation (interval, fuzzy, crisp). To this end, let us 
consider the following notation:

1. Criteria for the “Benefits” aspect: K1 – delivery time; K2 – transporta-
tion costs; K3 – shipment frequency; K4 – transported cargo volume; 
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2. Criteria for the “Cost” aspect: K5 – financing of road infrastruc-
tures (upgrade and modernization); K6 – investments in transportation 
vehicles (wagons, motor vehicles, railed vehicles, watercraft, aircraft, 
etc.); K7 – investments in the production and technical base of transit 
corridors and nodes; 

3. Criteria for the “Opportunities” aspect: K8 – bandwidth; K9 – the abili-
ty to deliver goods to any required place; K10 – tariff rates for transportation; 
K11 – weather conditions; 

4. Criteria for the “Risks” aspect: K12 – risk of failure to fulfill cargo safety 
obligations; K13 – risk of failure to fulfill cargo delivery time obligations.

Let us consider next alternatives characterizing the modes of transporta-
tion of grain cargo: A1 – “Truck–Truck”; A2 – “Truck–Train”; A3 – " Truck–
Ship." Structurally, the problem is presented in Fig. 2.

Suppose that two experts are performed the examination. Let expert 
E1 evaluates the significance of one object of examination (alternative) over 
the other with a triangular fuzzy number b l m uij ij ij ij= ( , , )  formed within the 
framework of a verbal scale expressing the degree of superiority of one 
element over another [10, p. 206], Table 1.

Table 1
Triangular Fuzzy Scale

Verbal scale Triangular fuzzy scale, bij Triangular fuzzy scale, bji

Equal importance (1, 1, 1) (1, 1, 1)
Some superiority (1/2, 1, 3/2) (2/3, 1, 2)
Weak superiority (1, 3/2, 2) (1/2, 2/3, 1)
Strong superiority (3/2, 2, 5/2) (2/5, 1/2, 2/3)
Very strong superiority (2, 5/2, 3) (1/3, 2/5, 1/2)
Absolute superiority (5/2, 3, 7/2) (2/7, 1/3, 2/5)

 
For vector of local priorities calculating the Chang method was used 

[5, p. 352; 6, p. 69–72]. The main ideas of the method are as follows:
1. Calculate the sum of the elements of each row and normalize the 
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S b bi ij

j

m

ij
j

m

i

m

= ⊗










= ==

−

∑ ∑∑
1 11

1

;                                   (8)



194

Igor Kovalenko, Alyona Shved

where:
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b bk p⊗  is – multiplication of triangular fuzzy numbers, 
b b l l m m u uk p k p k p k p⊗ = × × ×( , , ); .

2. Calculate the degree of probability of  S Si j≥  as follows:
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3. Calculate the degree of probability of Si  relative to other (n-1) fuzzy 
ratings

V S S j m i j V S S i mi j
j m i j

i j( | , , ) min ( ), ,
, ,

   ≥ = ≠ = ≥ =
= ≠

1 1
1

        (10)

 

Figure 2. The structure of vehicles selection problem  
using the BOCr method
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4. Calculate the priority vector values:
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1

.           (11)

The results of pairwise comparisons for all four aspects based on fuzzy 
expert judgments are given in Tables 2 to 9.

Table 2
results of Pairwise Comparisons of a Set of Alternatives  

for the “Benefits” Aspect
Criterion K1 Criterion K2

A1 A2 A3 A1 A2 A3

A1 (1, 1, 1) (1,3/2,2) (2,5/2,3) (1, 1, 1) (1/2,2/3,1) (2/5,1/2,2/3)
A2 (1/2,2/3,1) (1, 1, 1) (3/2,2,5/2) (1,3/2,2) (1, 1, 1) (1/2,1,3/2)
A3 (1/3,2/5,1/2) (2/5,1/2,2/3) (1, 1, 1) (3/2,2,5/2) (2/3,1,2) (1, 1, 1)

Criterion K3 Criterion K4

A1 A2 A3 A1 A2 A3

A1 (1, 1, 1) (1/2,1,3/2) (3/2,2,5/2) (1, 1, 1) (1/2,1,3/2) (2/7,1/3,2/5)
A2 (2/3,1,2) (1, 1, 1) (1/2,1,3/2) (2,5/2,3) (1, 1, 1) (2/3,1,2)
A3 (2/5,1/2,2/3) (1/3,2/5,1/2) (1, 1, 1) (5/2,3,7/2) (1/2,1,3/2) (1, 1, 1)

Table 3
results of Pairwise Comparisons  

of a Set of Criteria for the “Benefits” Aspect
K1 K2 K3 K4

K1 (1, 1, 1) (2/5, 1/2, 2/3) (1/2, 1, 3/2) (1, 3/2, 2)
K2 (3/2, 2, 5/2) (1, 1, 1) (2, 5/2, 3) (2, 5/2, 3)
K3 (2/3, 1, 2) (1/3, 2/5, 1/2) (1, 1, 1) (1, 3/2, 2)
K4 (1/2, 2/3, 1) (1/3, 2/5, 1/2) (1/2, 2/3, 1) (1, 1, 1)

The local priority vectors of the alternatives:
– for the criterion K1: r11 0 61 0 39 0= ( . ; . ; );

– for the criterion K2: r21 0 16 0 44 0 40= ( . ; . ; . );

– for the criterion K3: r31 0 51 0 39 0 10= ( . ; . ; . );

– for the criterion K4: r41 0 07 0 44 0 49= ( . ; . ; . ).

The local priority vector of the criteria: w1
1 0 17 0 64 0 20 0 00= ( . ; . ; . ; . ).  
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Let us calculate a quantitative indicator of the quality of each alternative 
for the “Benefits” aspect: U1 = 0.31; U2 = 0.42; U3 = 0.27.

Table 4
results of Pairwise Comparisons of a Set of Alternatives  

for the “Costs” Aspect
Criterion K5 Criterion K6

A1 A2 A3 A1 A2 A3

A1
(1, 1, 1) (2,5/2,3) (3/2,2,5/2) (1, 1, 1) (1/2,2/3,1) (2/3,1,2)

A2
(1/3,2/5,1/2) (1, 1, 1) (1/2,1,3/2) (1,3/2,2) (1, 1, 1) (1,3/2,2)

A3
(2/5,1/2,2/3) (2/3,1,2) (1, 1, 1) (1/2,1,3/2) (1/2,2/3,1) (1, 1, 1)

Criterion K7

A1 A2 A3

A1
(1, 1, 1) (1/2,2/3,1) (1/3,2/5,1/2)

A2
(1,3/2,2) (1, 1, 1) (1/2,2/3,1)

A3
(2,5/2,3) (1,3/2,2) (1, 1, 1)

Table 5
results of Pairwise Comparisons of a Set of Criteria  

for the “Costs” Aspect
K5 K6 K7

K5
(1, 1, 1) (1, 3/2, 2) (3/2, 2, 5/2)

K6
(1/2, 2/3, 1) (1, 1, 1) (1, 3/2, 2)

K7
(2/5, 1/2, 2/3) (1/2, 2/3, 1) (1, 1, 1)

The local priority vector of the alternatives:
– for the criterion K5: r51 0 77 0 04 0 19= ( . ; . ; . );

– for the criterion K6: r61 0 30 0 43 0 27= ( . ; . ; . );

– for the criterion K7: r71 0 00 0 32 0 68= ( . ; . ; . ).

The local priority vectors of the criteria w2
1 0 56 0 34 0 10= ( . ; . ; . ).

Let us calculate a quantitative indicator of the quality of each alternative 
for the “Costs” aspect: U1 = 0.53; U2 = 0.20; U3 = 0.27.
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Table 6
results of Pairwise Comparisons of a Set of Alternatives  

for the “Opportunities” Aspect
Criterion K8 Criterion K9

A1 A2 A3 A1 A2 A3

A1
(1, 1, 1) (1/2,1,3/2) (1,3/2,2) (1, 1, 1) (2,5/2,3) (1,3/2,2)

A2
(2/3,1,2) (1, 1, 1) (3/2,2,5/2) (1/3,2/5,1/2) (1, 1, 1) (1/2,1,3/2)

A3
(1/2,2/3,1) (2/5,1/2,2/3) (1, 1, 1) (1/2,2/3,1) (2/3,1,2) (1, 1, 1)

Criterion K10 Criterion K11

A1 A2 A3 A1 A2 A3

A1
(1, 1, 1) (1/2,2/3,1) (1/3,2/5,1/2) (1, 1, 1) (2/5,1/2,2/3) (1/2,2/3,1)

A2
(1,3/2,2) (1, 1, 1) (2/5,1/2,2/3) (3/2,2,5/2) (1, 1, 1) (1,3/2,2)

A3
(2,5/2,3) (3/2,2,5/2) (1, 1, 1) (1,3/2,2) (1/2,2/3,1) (1, 1, 1)

Table 7
results of Pairwise Comparisons of a Set of Criteria  

for the “Opportunities” Aspect
K8 K9 K10 K11

K8
(1, 1, 1) (2/3, 1, 2) (2/3, 1, 2) (1/2, 1, 3/2)

K9
(1/2, 1, 3/2) (1, 1, 1) (1/2, 1, 3/2) (1, 3/2, 2)

K10
(1/2, 1, 3/2) (2/3, 1, 2) (1, 1, 1) (1, 3/2, 2)

K11
(2/3, 1, 2) (1/2, 2/3, 1) (1/2, 2/3, 1) (1, 1, 1)

The local priority vectors of the alternatives:
– for the criterion K8: r81 0 39 0 45 0 16= ( . ; . ; . );

– for the criterion K9: r91 0 60 0 12 0 27= ( . ; . ; . );

– for the criterion K10: r10
1 0 00 0 18 0 82= ( . ; . ; . );

– for the criterion K11: r11
1 0 10 0 56 0 34= ( . ; . ; . ).

The local priority vector of the criteria w3
1 0 25 0 27 0 27 0 22= ( . ; . ; . ; . ).

Let us calculate a quantitative indicator of the quality of each alternative 
for the “Opportunities” aspect: U1 = 0.28; U2 = 0.31; U3 = 0.41.
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Table 8
results of Pairwise Comparisons of a Set of Alternatives  

for the “risks” Aspect
Criterion K12 Criterion K13

A1 A2 A3 A1 A2 A3

A1
(1, 1, 1) (3/2,2,5/2) (1,3/2,2) (1, 1, 1) (1,3/2,2) (2,5/2,3)

A2
(2/5,1/2,2/3) (1, 1, 1) (2/3,1,2) (1/2,2/3,1) (1, 1, 1) (1/2,1,3/2)

A3
(1/2,2/3,1) (1/2,1,3/2) (1, 1, 1) (1/3,2/5,1/2) (2/3,1,2) (1, 1, 1)

Table 9
results of Pairwise Comparisons of a Set of Criteria  

for the “risks” Aspect
K12 K13

K12
(1, 1, 1) (2/3, 1, 2)

K13
(1/2, 1, 3/2) (1, 1, 1)

The local priority vectors of the alternatives:
– for the criterion K12: r12

1 0 50 0 25 0 25= ( . ; . ; . );

– for the criterion K13: r13
1 0 59 0 21 0 20= ( . ; . ; . ).

The local priority vector of the criteria w4
1 0 50 0 50= ( . ; . ).

Let us calculate a quantitative indicator of the quality of each alternative 
for the “Risks” aspect: U1=0.55; U2=0.23; U3=0.22.

As a result, form the priority vectors obtained on the basis of expert 
E1 judg-ments: 

Benefits: W1
1 0 31 0 42 0 27= ( . ; . ; . ).   Costs: W2

1 0 53 0 20 0 27= ( . ; . ; . ).

Opportunities: W3
1 0 28 0 31 0 41= ( . ; . ; . ).   Risks: W4

1 0 55 0 23 0 22= ( . ; . ; . ).

Let expert E2 evaluates the significance of one object of exam-
ination (alternative) over the other in crisp form using the nine-point 
comparison scale: 1 – equal importance; 3 – moderate superiority; 
5 – significant superiority; 7 – clear superiority; 9 – absolute dom-
ination; the values 2, 4, 6, 8 correspond to intermediate gradations  
[14, p. 53].

The geometric mean method was used for calculating local priorities:
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The results of pairwise comparisons for all four aspects base on crisp 
experts’ judgments are given in Tables 10 to 17.

Table 10
results of Pairwise Comparisons of a Set of Alternatives  

for the “Benefits” Aspect
Criterion K1 Criterion K2

A1 A2 A3 A1 A2 A3

A1 1 3 5 1 1/3 1/4
A2 1/3 1 4 3 1 2
A3 1/5 1/4 1 4 1/2 1

Criterion K3 Criterion K4

A1 A2 A3 A1 A2 A3

A1 1 2 4 1 2 1/7
A2 1/2 1 2 5 1 1/2
A3 1/4 1/5 1 7 2 1

Table 11
results of Pairwise Comparisons of a Set of Criteria  

for the “Benefits” Aspect
K1 K2 K3 K4

K1 1 1/4 2 3
K2 4 1 5 5
K3 1/2 1/5 1 3
K4 1/3 1/5 1/3 1

The local priority vectors of the alternatives:
– for the criterion K1: r12 0 63 0 28 0 09= ( . ; . ; . );
– for the criterion K2: r22 0 12 0 52 0 36= ( . ; . ; . );
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– for the criterion K3: r32 0 57 0 29 0 14= ( . ; . ; . );

– for the criterion K4: r42 0 08 0 33 0 59= ( . ; . ; . ).

The local priority vector of the criteria w1
2 0 21 0 59 0 14 0 07= ( . ; . ; . ; . ).

Let us calculate a quantitative indicator of the quality of each alternative 
for the “Benefits” aspect: U1 = 0.28; U2 = 0.42; U3 = 0.30.

Table 12
results of Pairwise Comparisons of a Set of Alternatives  

for the “Costs” Aspect
Criterion K5 Criterion K6

A1 A2 A3 A1 A2 A3

A1 1 5 4 1 1/3 1/2
A2 1/5 1 2 3 1 3
A3 1/4 1/2 1 2 1/3 1

Criterion K7

A1 A2 A3

A1 1 1/3 1/5
A2 3 1 1/3
A3 5 3 1

Table 13
results of Pairwise Comparisons of a Set of Criteria  

for the “Costs” Aspect
K5 K6 K7

K5 1 3 4
K6 1/3 1 3
K7 1/4 1/3 1

The local priority vectors of the alternatives:
– for the criterion K5: r52 0 69 0 19 0 13= ( . ; . ; . );

– for the criterion K6: r62 0 16 0 59 0 25= ( . ; . ; . );

– for the criterion K7: r72 0 10 0 26 0 64= ( . ; . ; . ).

The local priority vector of the criteria w2
2 0 61 0 27 0 12= ( . ; . ; . ).

Let us calculate a quantitative indicator of the quality of each alternative 
for the “Costs”: U1 = 0.48; U2 = 0.30; U3 = 0.22.
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Table 14
results of Pairwise Comparisons of a Set of Alternatives  

for the “Opportunities” Aspect
Criterion K8 Criterion K9

A1 A2 A3 A1 A2 A3

A1
1 2 3 1 5 3

A2
1/2 1 4 1/5 1 2

A3
1/3 1/4 1 1/3 1/2 1

Criterion K10 Criterion K11

A1 A2 A3 A1 A2 A3

A1
1 1/3 1/5 1 1/4 1/3

A2
3 1 1/4 4 1 3

A3
5 4 1 3 1/3 1

Table 15
results of Pairwise Comparisons of a Set of Criteria  

for the “Opportunities” Aspect
K8 K9 K10 K11

K8
1 1/2 1/2 2

K9
2 1 2 3

K10
2 1/2 1 3

K11
1/2 1/3 1/3 1

The local priority vectors of the alternatives:
– for the criterion K8: r82 0 52 0 36 0 12= ( . ; . ; . );

– for the criterion K9: r92 0 66 0 20 0 14= ( . ; . ; . );

– for the criterion K10:  
– for the criterion K11: r11

2 0 12 0 61 0 27= ( . ; . ; . ).

The local priority vector of the criteria w3
2 0 19 0 41 0 29 0 11= ( . ; . ; . ; . ).

Let us calculate a quantitative indicator of the quality of each alternative 
for the “Opportunities” aspect: U1 = 0.41; U2 = 0.28; U3 = 0.31.
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Table 16
results of Pairwise Comparisons of a Set of Alternatives  

for the “risks” Aspect
Criterion K12 Criterion K13

A1 A2 A3 A1 A2 A3

A1 1 4 3 1 3 5
A2 1/4 1 1/2 1/3 1 2
A3 1/3 2 1 1/5 1/2 1

Table 17
results of Pairwise Comparisons of a Set of Criteria  

for the “risks” Aspect
K12 K13

K12 1 1/2
K13 2 1

The local priority vectors of the alternatives: 
– for the criterion K12: r12

2 0 63 0 14 0 24= ( . ; . ; . );

– for the criterion K13: r13
2 0 65 0 23 0 12= ( . ; . ; . ).

The local priority vector of the criteria: w4
2 0 33 0 67= ( . ; . ).

Let us calculate a quantitative indicator of the quality of each alternative 
for the “Risks” aspect: U1 = 0.64; U2 = 0.20; U3 = 0.16.

As a result, form the priority vectors obtained on the basis of expert 
E2 judg-ments: 

Benefits: W1
2 0 28 0 42 0 30= ( . ; . ; . ).   Costs: W2

2 0 48 0 30 0 22= ( . ; . ; . ).

Opportunities: W3
2 0 41 0 28 0 31= ( . ; . ; . ).   Risks: W4

2 0 64 0 20 0 16= ( . ; . ; . ).

For synthesis of group decisions use the operation of combining experts' 
judg-ments (evidence):

“Benefits” aspect:
Expert 1: m1(A1)=0.31; m1(A2)=0.42; m1(A3)=0.27.
Expert 2: m2(A1)=0.28; m2(A2)=0.42; m2(A3)=0.30.
“Costs” aspect:
Expert 1: m1(A1)=0.53; m1(A2)=0.20; m1(A3)=0.27.
Expert 2: m2(A1)=0.48; m2(A2)=0.30; m2(A3)=0.22.
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“Opportunities” aspect:
Expert 1: m1(A1)=0.28; m1(A2)=0.31; m1(A3)=0.41.
Expert 2: m2(A1)=0.41; m2(A2)=0.28; m2(A3)=0.31.
“Risks” aspect:
Expert 1: m1(A1)=0.55; m1(A2)=0.23; m1(A3)=0.22.
Expert 2: m2(A1)=0.64; m2(A2)=0.20; m2(A3)=0.16.
The level of conflict is calculated as follows [17, p. 6]

k m A m Aj i
i i jj
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.                                (13)

Level of conflict for example was:
“Benefits” aspect:     k12= 0.66. “Costs” aspect: k12= 0.63.
“Opportunities” aspect: k12=0.67. “Risks” aspect: k12=0.57.
Taking into account a rather high level of conflict, the PCR5 rule of 

combination was used to aggregate experts’ judgments. This technique 
allows to redistribute conflicting basic belief assignments to the subsets 
involved in local conflicts [18, p. 36]. Let’s m1(∙) and m2(∙) be two independent 
basic belief assignment (bba’s), then the PCR5 rule of combination for two 
sources of evidence is defined as follows:
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where m12(C) is combined basic belief assignment for a subset 
YXC ∩= , calculated based on combination rules reflecting the conjunc-

tive consensus; GA = 2A in DST framework, or GA = DA in DSmT framework.
The power set 2A is the set of all possible combinations of elements 

built from elements of A with ∪  [16; 17, p. 5]. The hyper-power set (Dede-
kind’s lattice) DA is defined as the set of all possible combinations of ele-
ments built from elements of A with ∩  and ∪  [17, p. 13–14].

The resulting combined belief probability assignments in accordance 
with PCR5 rule:

“Benefits” aspect:
m12(A1)=0.28; m12(A2)=0.46; m12(A3)=0.26.
“Costs” aspect: 
m12(A1)=0.59;  m12(A2)=0.21; m12(A3)=0.20.
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“Opportunities” aspect:
m12(A1)=0.35; m12(A2)=0.28; m12(A3)=0.37.
“Risks” aspect:
m12(A1)=0.71; m12(A2)=0.16; m12(A3)=0.13.
Calculated BOCR values shown in Table 18. 

Table 18
BOCr Values

Alternatives A1 A2 A3 ranking
Benefits 0.28 0.46 0.26 A2 A1

 A3

Costs 0.59 0.21 0.20 A1
 A2

 A3

Benefits / Costs 0.47 2.19 1.30 A2
 A3

 A1

Opportunities 0.35 0.28 0.37 A3
 A1

 A2

Risks 0.71 0.16 0.13 A1
 A2

 A3

Opportunities / Risks 0.49 1.75 2.85 A3
 A2

 A1

Benefits /( Costs × Risks) 0.67 13.69 10.00 A2
 A3

 A1

BOCR 0.23 3.83 3.70 A2
 A3

 A1

From the results listed in Table 18 it can be seen that, taking into account 
the obtained values of the considered transportation aspects for this exam-
ple, А2 is the best choice (alternative), which corresponds to the multimodal 
transportation “Truck–Train”.

5. Conclusions
The methodology for solving the vehicles selection problem in multi-

modal transportation under multicriteriality, and uncertainty has been pro-
posed in this paper. This technique is based on the BOCR method, and takes 
into account a number of qualitative indicators that determine the optimal-
ity and efficiency of cargo transportation.

To aggregate individual expert assessments, a procedure has been 
proposed that allows to synthesize a group decisions taking into account 
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various forms of experts’ preferences presentation (interval, fuzzy, crisp 
judgments). This approach allows to model various forms of “ignorance” 
(uncertainty, inconsistency, incompleteness, fuzziness, etc.) under the 
influence of which experts’ judgments are formed, and not to impose strict 
restrictions on the form of their presentation.
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