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Introduction. While Open Science is motivated by (big) data 

integrity, the quality scientific data might be exhaustible resources: 

data is the new oil [1]. A noteworthy analysis is the growing size of 

datasets used in machine learning (ML) for natural language 

processing and computer vision. To extrapolate such growth, one can 

use historical growth rates or start from dataset sizes that are optimal 

for projected computing resources (budgets) of the future. 

Results. A study of data growth, based on estimates of the total 

stock of unlabeled data available on the Internet over the next 

decades, indicates a relatively rapid depletion of the stock of high-

quality language data (likely by 2026) and a slow depletion of the 

stock of low-quality language data (likely by 2040) and image data 

(probably by 2045). Then the current trend of ever-expanding ML 

models that rely on very large datasets may slow down under modest 

increases in data quality (efficiency) and new data sources. The main 

factors that determine the performance of ML models are training 

data, algorithms, computations. Current understanding of the scaling 

laws by Open AI [2] and DeepMind [3] suggests that future ML 

capabilities will depend heavily on the availability of large volumes 

of data for training large models. EpochAI compiled a database of 

over 200 training datasets used in ML models and estimated the 

historical growth rates of datasets for language and vision models [4]. 

To learn about the limits of such rates (trends) in the future, EpochAI 

has developed probabilistic models for estimating the total volume of 

language and image data that will be available during 2022−2100. 

Based on the predictions of trends in dataset sizes in these models, it 
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is possible to estimate the limits of such trends due to exhaustion of 

the data available. Data storage as the size of the Internet and the total 

amount of information available was estimated by the LightWave 

Networks Research Department and the Mathematics and 

Cryptography Research Department of AT&T Labs [5], Cyveillance 

Company [6], University of Berkeley [7]. 

Conclusion. The future scarcity of high-quality scientific data 

raises the issues of data values and data markets for quality data as 

exhaustible resources. On other hand, Science is becoming the new 

transdisciplinary industry. 
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Introduction. In this abstract, we focus on the experience of my 

alma mater in promoting and implementing academic integrity among 

academic staff and higher education seekers. 

Results. Thanks to the implementation of the project "Initiative 

for Academic Integrity and Education Quality", in which our 

university has been a participant since 2020, a series of initiatives 

have been launched: regular surveys of students, faculty, and 

university administration; annual Academic Integrity Week events at 

faculties since 2020; moderation of workshops, seminars, webinars; 

the use of programs to check master's theses for textual matches 

(StrikePlagiarism and Unicheck); lectures on "Academic Writing and 

Rhetoric" and "Academic Integrity." 

A memorable online meeting took place on April 7, 2021, with 

members of the International Center for Academic Integrity, Camilla 

Roberts and Ann Domorad, who presented the Center and the 

fundamental values of academic integrity. 

In December 2021, our University made a significant contribution 

to Ukraine's advancement in the Council of Europe, as Lesya 


